@ Development of PM, . short-term forecast moadel using Artificial Intelligence — Focused on Seoul.

ANYANG Jeong-Beom LeelV), Geon-Woo Yun?d), Youn-Seo Koo, Hui-Young Yun?), Dae-Ryun Choil), Ji-Seok Koo?

UNIVERSITY
|548

DDept. of Environmental & Energy Eng., Anyang University, Anyang, Korea, ?Enitech Co.,Ltd

» Fuzzy theory to Julian day data (Jeon et al., 2018)

Introduction - Adscen e geintion 5 ts,..ullan MembershpFundion_+*+_ - = Results of model performance evaluation compared to numerical model
i = 1 and Day < 15) then Adjacent_Month = 12 Dlﬁ ¢ M ! M
elie:#monm : : , _ D'? h*; . ‘*’—‘ hh N ‘*r’ Observed PM, s vs Numerical PM, ¢ Observed PM, ; vs Numerical PM, ¢
o e oy e et v S
® else-if(Day > 15) then Adjacent Month = Month + 1 E%DE ‘*-'- ** **-T-** Model name Day ACC HIT POD FAR MB NMB I0A R
2. Month value definition E: _ _ D+0 | 6429 68.29 85.37 33.96 3.84 11.58 0.92 0.86
» Forecasting model performance for PM, ¢ using chemical transport model is often © Hibay = o) fhen Honthvale Q_DETQ_ N Numerical Model | D+1 |  61.11 68.18 86.36 39.68 5.23 15.18 0.91 0.86
. ’ . else-if(Day > 15) then Month_Value= —Em.ﬂzy—l—% '
overestimated compared to the measurements(Koo et al, 2008;2012;2015, Choi et al, © Doy - 15, Month valuee] L — — - — D+2 | 6032 65.12 79.07 4333 460 13.37 0.90 0.83
2018;2019) in Korea. | e vt » Comparison of correlation graphs in test models — Focused D+1.
= |n odor to improve model performance for PM, ; forecasting, we developed PM = Data Creation method e — S —
forecasting system using artificial intelligence with big data such as air quality and MPERTT ,. MEETTS | ofrEm
weather observations as well as forecasting model data. - Most observed PM,  data are Good and Moderate. O S o
= |t is important to number of high concentration of PM,, - data to accurately predict the - Learning is not done properly because the data is not balance. |
episode. However, the number of high concentration of PM, . data is insufficient. - Therefore, data creation method is implemented to create sufficient high z a :
Therefore we created the data to improve model performance using Al for accuracy concentration of PM, ; data.
of high concentrations events of PM, .. X =X i+ (Xoq * 0.1 * uniform(x,y)) ; TARGET CLASS FREQUENCY
= \We analyzed developed Al forecasting PM,, - model performance for 3-days in Seoul. . I
| X.oy - Created Data. X4 : Original Data. N | - S S
uniform(x,y) ‘random number from X to Yy : Foes S e s o _Create_Data X=CASE4 Julian D+1  Numerical model D+1 2l
Methodol ogy = Model performance evaluation method TS AT S
- Change the concentration value of PM, - to the index value.
- Reference : http://www.airkorea.or.kr/ ¥ B
* Index assessment * Statistic assessment E N E .
Column Forecatoed — MEIAS = Li(m cdel— Obs)
= Deep Neural Network p - S+ S S oY . L
g | _Moderate a2 b2 c2 d2 E(Mc-del— O bs ) o ‘
- The artificial intelligence technique used DNN(Deep Neural Network) S v 5 = 5 5 NME = —— =< 100 P FN M T,
g q p ' Very Bad ad b4 cd d4 E D+1_Al_ PM;s D+1_Numerical_PM, 5
. . . . . O b= —
- DNN is an extended model that includes multiple hidden layers between the input and L e T
output layers to enable deep learning in existing ANN. Accuracy (W a1 2-(Model — Obs)” « Comparison of Taylor—diagram
- The calculation of weights and biases between layers is key. e - > (I Model— Obs [+ lobs —Obs |7
(POD) " Tmew) 0% _ > {Madel — Madel) = (0O bs — Obs)
False E‘-‘\.llﬂrr? Rate _ "III:EI11'- < 100(%) R = '-...-"'E(MGdel ~ Model) = > 0Obs — Ol f O rard model f O rard model t Condard moce
FAR I o .. Testmodels D+0 & Gt , Test models D+1 & S oo oy ,, Testmodels D+2 I cuimccyim
Biological Neuron e 0.2 05 I E:er:tiiS:ltzi::;ASEd.Julianh 3 0.2 05 I ;:Eat?datat i | z , I ;:er::ig:r:iz:ﬁgsg4,Ju||an;
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* Results of model performance evaluation (not create data (Standard model)) // AT
loseres [Phipg v L Hiiag Observed PM, 5 vs Al PM,; Ot e T
Index Assessment Statistic Assessment
¥ | Model name Day ACC HIT POD FAR MB NMB IOA R

. -‘ | D+0 712.22 63.47 73.17 21.05 -0.09 -2.71 0.93 0.91

" DNN InDUt data Standard D+1 71.43 52.27 70.45 16.22 -2.96 -8.57 0.86 0.90 =
Ob : : : : D+2 65.87 51.16 69.77 28.57 -2.66 -1.73 0.82 0.85 CO n CI US I O nS

- served data is meteorological and six air pollutants(PM,,, PM, ¢, O5;, NO,, SO,, CO). . .

- Numerical model value, WRF weather forecasts, Anomaly, Cosine similarity, Back » Results of model performance evaluation (Create data(Xo|d = Julian day))
trajectory, Contribution, Julian day were used. Observed PMys vs Al PM, Observed PMy; vs Al PM; = Al results showed ACC increased and FAR decreased compared with numerical mode

- The input data used for learning is normalized. PRI e o oD AR e VB oA " because Al tend to reduce overestimation of PM,: of a numerical model.

Normalization equation Cronte Dat D+0 |  70.63 65.85 78.05 20.00 0.48 143 0.94 0.90 "N D+O, the POD index of Al models with created hlgh concentration of PM2.5 events
X Gtandard value | D+1 | 6429 | 264 | e | 3233 081 237 0.83 0.85 data is increased and ACC and FAR are similar compared with standard model.

_ ulian day . . . .
IfminlX, ) <0 D+2 | 5714 60.47 79.07 4333 121 3.52 0.79 077 = In D+1, the POD and FAR index of Al models with created high concentration of
X = Xy — min (X)) (max (X )= min (X)) —05 = Results of model performance evaluation (Create data(X, ,=numerical_PM, ;)) PM, . events data using Julian-day or Julian-day&Numerical-PM, : are increased, but
Fomin (X Jis = 0 Observed PM, . vs Al PN, Observed PM, 5 vs Al PM,., ACC is decreased compared with standard model.

(1T raw’ t0 = Index Assessment Statistic Assessment . . . . .

X =(X —min(X 0/ (malX J—min (X)) — — — — — — — - - =The results of comparisons in various aspects in this study suggest that developed Al
narm raw raw raw raw odel name ay . . . . . .
NN ot data flowc | | o o0 ne | @n | e | 2n | o - o - forecast model is able to replace numerical model for air quality PM, 5 forecasting in

InpUt ata flowchan * Reglonal mOde'!fLrR]Fg SyStem Cgﬂjlguratlon l(Star?ja?d \E/]alaue, D+1 74.60 50.00 65.91 6.45 -4.07 -11.82 0.87 0.90 SeOU|
| sgow | amencal PMes) Ty o | eesr | aes1 | esiz | 2432 | 300 | 899 | o082 083 = We believe further studies with development of data created method are necessary

g ema . EH7|xlE. DEM T,?:.:IIE s POINT I"ﬁ‘:r':fjw m RGSU'tS Of model performance evaluation (Create data) to |mprove performance Of Al mOdel.

..:-,._,f}r 5 ?ﬁ f—% - RE:‘;EESE METGRID ~ Im?esnlgry l .

e ey 2 e o [ <K : (X1,4 =Julian day // X2,,; = Numerical PM, ;)

X DN Observations W:{F — - Observed PM, ; vs Al PM, Observed PM, ; vs Al PM, AC kn OWI ed ge m e ntS
8 [ M?tenmilj{;gical ]_ [ _Emiss;ilgn ] P Index Assessment Statistic Assessment
§ | | mpE j mptu j | Db&ej’f;:igS | Model name Day ACC HIT POD FAR MB NMB |OA R
3 [ Initial/Boundary J Model avauation | Create Data | D+0 |  70.63 75.61 82.93 24.44 2.60 7.84 0.93 0.88 _ _ _ _ _ _
( :::f:; ]:>— ‘. — (Standard value 7o T o0 o P I - 059 - 063 ae This subject is supported by the National Institute of Environmental Research.
W (Ozone column-) T AL PM,s'8ulian day) | p+2 |  59.52 60.47 79.07 39.29 0.68 1.98 0.81 0.80




